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Introduction

What are Large-Language Models (LLMs)?

Massive neural networks trained on vast amount of text (web pages, books, code)
Learn statistical patterns of language to predict the next word (token)

Prompt Generated Text

Source: https://productmindset.substack.com/p/prompt-engineering-explained
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Introduction

What can LLMs do?

Understand and Generate human-like Text, Code, etc.
Implied capabilities: Summarization, Translation, Answering and Reasoning

Document Summary
)
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Source: https://medium.com/@thakermadhav/comparing-text-summarization-techniques-dle2e465584e
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Problem and Context

“Can We Trust the Machine?” - Why Trustworthiness Matters?

- LLMs are great but they can still have problems

- Non-expert users can't tell if an answer is accurate or not (Closed-Book)
- LLMs also make stuff up due to their token-by-token generative nature

- Source of information is not available always, unlike Search Engines

-

LLMs need to be trustworthy because
they are being employed in high-stakes
environments like Law and Finance

o
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Problem and Context

What “Trustworthiness” Means

The degree to which an LLM produces accurate, verifiable, and
context-appropriate outputs while transparently signaling its own confidence
and adhering to ethical constraints.

Factual Accuracy Evidence Transparency Consistency

Output aligns with Citations or snippets that Same answer across
authoritative sources back each claim paraphrases; Robust
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Problem and Context

Real-life Examples of LLM Hallucination

Feb 8 2023: Google Bard’s very first public demo wrongly
claimed JWST took the first exoplanet photo, wiping =5100 B
off Alphabet’s market cap. (theverge.com, reuters.com)

*, What new discoveries from the James Space Webb Telescope can | tell my 9 year old about?

o Your 9-year old might like these recent discoveries made by The James Webb Space Telescope

(JWST):

+In 2023, The JWST di ed a ber of d "green peas." They were given
this name because they are small and round, like peas.

* The tel P d images of g that are over 13 billion years old. This means that

P
the light from these galaxies has been traveling for over 13 billion years to reach us.

« JWST took the very first pictures of a planet outside of our own solar system. These distant
worlds are called “"exoplanets”. Exo means “from outside”.

These discoveries can spark a child's imagination about the infinite wonders of the universe

| G C v Checkit

Bard’s very first answer contained a factual flub. Image: Google

Apr 2023: Australian mayor threatened the first defamation
suit against OpenAl after ChatGPT falsely stated he had been
jailed for bribery. (reuters.com)

Modek: Default (GPT-3.5)

did Brian Hood have inthe Securency bribery 53937

i

mational Pty fary of th o9
tional Pty Ltd, 3 subsidiary of the

s banknotes for a number of
bribery scandal that

4 was a former executive of Securency It
ank of Austraia (RBA) that produced pcM'l'. i
 Hood was one of the individuals accused o |‘nvo': e
" rqes being laid against several former executives of ¥

arges

allegations that Securency paid

for the production of polymer bank?
Federal Police launched an investg

rency bribes to foreign
o gty nknotes. The scandal
in order 1o secure contracts
 light in 2009, when Australian

ny's activities.

ation into the

with bribery
who were charged 2
Sos eign officials in

100 was one of the former executives of
d guilty to the

i bribe fors
i counts of conspiracy 1©
25 charged with three p
il ':y: and with one count of false accounting: Hood pleade»
ia and Malaysia. o
j:n 2012 and was sentenced to two Years and three months

I's role it <
; s team, which was <
national sals documents, Hood was i

: jon of
mments. According 10 COUT TP ecure contractsfor the production @

https://www.smh.com.au/technology/australian-whistleblower-to-test-whether-chatgpt-can-be-su
ed-for-lying-20230405-p5cy9b.html
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Mitigation Strategies - An Overview

The following three concepts are explored in further detail:

Fact-checking with Self-Verification Multi-step Refinement
Evidence
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Fact-checking with Evidence

Know Where to Go: Making LLMs Relevant, Responsible & Trustworthy
Searchers by xiang Shi - Jiawei Liu - Yinpeng Liu - Qikai Cheng - Wei Lu (2024)

- A framework analogous to Google’s PageRank algorithm for LLMs.
- The framework considers Evidence Quality and Site Authority to give sources a
score, higher score implies that the source is reliable.
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By Sage santo - Own work, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.php?curid=153695322

By en:User:345Kai https://commons.wikimedia.org/w/index.php?curid=3470389
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Fact-checking with Evidence

Know Where to Go: Motivation

- Complex/Vague
gueries may never
find the right page

Sources

Visa vs. Mastercard: Why It Doesn’t
Make Much Difference Both....

nerdwallet.com

- LLMs hallucinate
and/or quote the
wrong / irrelevant
source

Visa, Mastercard and American
Express are responsible for
handling...

investopedia.com

E3 Relevant E3 Responsible & Trustworthy

Bing Search

[ =Y
\ Relevant ‘ Trustworthy
i~

=
Responsible!

- Our requirement:
Relevant + Reliable

Q. what s visa? (not the credit card)

Answer Sources

A visa is a document that allows a
person to enter, stay, or leave a
country for a certain period of time.
It is usually stamped or attached to a
passport, and it shows that the
person has permission...

usa.visa.com academybank.com bing.com

% Relevant B3 Responsible E3Trustworthy

New Bing

Large Language Models

jla80fef< |8 od

il 4

Image from [1]

Generative Retrieval Framework

(o]
@ LOJ
Evidences Sources

[1] The term Visa was conceived by
the company's founder, Dee Hock.
He believed that the word was
instantly ... en.wikipedia.org
[2] Having a U.S. visa allows you

to travel to a port of entry, airport

or land border crossing, and

request permission of ... travelstate.gov

m Relevant (%4 Responsible %Trustworthy

Ours

Authoritative sources
w
(M

Knowledge base  Government  Official website
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Fact-checking with Evidence

Know Where to Go: Proposed Solution

Answer
The term "apple" can refer to two distinct entities. First, Apple Inc. is a renowned American
Step6 Answer Generation | multinational technology company with its headquarters located in Cupertino, California. On the
other hand, an apple is a type of fruit, and some evidence suggests that consuming arples...

r Relevant |
-E‘ « \L Responsible J‘—I— 2]

Trustworthy ]4—|

(1

Q. Apple 9

¥ e

l Step 1 Intent-based Query Expansion I

Model & Web Page

Authoritative Sources

Provided by Optimizer

Reliable Evidences

Apple Inc. is an American multinational te
chnology company headquartered in Cuper
tino, California.

Some evidence suggests that eating apple
s can help lower blood sugar ...

t

Checked Sources

Large Language Models

: ) g National er Medical
28 National Geographic [ Geographiic [ Wikipedia [ News ]
1 Apple Inc. 2 Histor Health ~ R
i e i 23 il o :
5 edia
¢ * * o B 4 e I Step5  Source Update I
What s the ‘ Hobv:;id apple m = u;e Provided by Validator
me a It nefits 0 . ~ e o ——
Apple Inc.? s Fatas e Online Sources @ Online Self-Critical ~ History Mining
e 5 : geven wes {“query”: What is apple?
C c [DAA! @ Scorer “Sources”{{*Wikipedia’.g
C D Apple Inc. is an Ameri

Knowledge base Government Official website Apple
Validator ﬁ*

I StepZ Constrained Resource Generation I

WebName ) Self-Verty URL

Webpage o Ho o

can multinational technol

ogy” }1}

b

Invalid Sources

Aople | o) .I Step3 Access Check H Step4 Evidence Retrieve l —> \

Apple Food ]l The Kitchn H WebMD ]

History.com  ——44—P  hitpss/www history.com/ | ———P> Apple 1‘;

§ Lstearaohl —»  Recognizer =
Apple Food —8—» Do Not Exist —rig Paragraph 2 History.com | ™
o L
e
TheKitchn  ——74—  hitps:/www.thekichncom ———> Paragraph k » SeCIer

Image from [1]

Resource Pool
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Fact-checking with Evidence

Know Where to Go: Proposed Solution (Simplified)

Generator

(The Writer)

Understands intent:
Expands the query into several
clearer sub-queries (e.g., “Apple
Inc.” vs “apple nutrition”).

Two-step source guess:
(1) List likely site names — (2)
Map each name to its root URL.

Self-check loop:
Drops any site/URL that doesn’t
actually load — boosts live-link
rate from =39 % to = 71 %.

.

Validator
(Fact-Checker)

Open & ping:
Confirms every URL is accessible
and up-to-date.

Find the proof:

Slides a window over the page
text and has the LLM: (1)
Recognize candidate answer
sentences — (2) Score them for
relevance/confidence.

Keeps only high-score sentences
as explicit evidence.

AN

Optimizer
(The Fixer)

Self-critical: if Validator flags a
dud link, swap it out instantly.

Online: run a real search engine
with the refined queries to
harvest fresh sources.

History mining: reuse proven
links from past, similar questions
in the Source Pool.

Iterates until every claim is
backed by solid evidence.

/
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Fact-checking with Evidence

Know Where to Go: Walkthrough

User question: “What are the health benefits of eating apples?”

1. Generator
o Intents: nutrition, apple products, agriculture.
o Expanded query for nutrition: “health benefits of eating apples”.
o Site suggestions: Healthline, WebMD.
Self-check confirms the domains healthline.com, webmd.com.

2. Validator
o Opens both sites, finds articles.
o Extracts sentences like “Apples are high in fiber, which supports gut health.”
o  Scores those sentences as good evidence.

3. Optimizer
o Notices no issues, maybe still adds Mayo Clinic found via Bing search as an extra source.

o Stores (query, sources, evidence) in the Source Pool for next time.

Outcome: The final answer the user sees cites real, accessible websites with specific sentences, and the system has already
learned something useful for future “apple health” questions.
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Self-Verification

TrustScore: Reference-Free Evaluation of LLM Response Trustworthiness
by Danna Zheng - Danyang Liu - Mirella Lapata - Jeff Z. Pan (2024)

Which American won the Nobel Peace Prize in

I 20022
- A method that checks an LLM’s
. N . e Jimmy Carter, the 39th President of the United
Conﬂdence N |t S response to a Certa|n States, won the Nobel Peace Prize in 2002.
query (Behavioural Consistency) ¢ Chock 1 :

Which American won the Nobel Peace Prize in 20027

A. Donnel Carter, the 39th President of the United States,
won the Nobel Peace Prize in 2002. [distractor]

B. Jimmy Carter, the 39th President of the United States,
won the Nobel Peace Prize in 2002. [the original response]

C. Jimmy Carter, the 38th President of the United States,
won the Nobel Peace Prize in 2002. [distractor]

D. Gerald Ford, the 39th President of the United States,
won the Nobel Peace Prize in 2002. [distractor]

E

- If a model chooses the same response in
the presence of incorrect response

PO ——
(T ——

. None of above

choices, it is likely that the response : I ek 14
. . ) . T
aligns with the model’s parametric I . sm};::t::n
e max chec me
knowledge. i =
| Inconsistent ! { Consistent |

Image from [2]
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Self-Verification

TrustScore: Motivation

- LLMs are very convincing by design and
are also prone to hallucinations.

- Traditional Fact-Checking methods
require external DBs (might be missing
or out-of-date)

- Torely on responses generated in this
“Closed-book” setting, we would like to
know if the LLM response is consistent
with it’s own parametric knowledge

Which American won the Nobel Peace Prize in
I 20022

Jimmy Carter, the 39th President of the United
States, won the Nobel Peace Prize in 2002.

¢ Check 1 \
Which American won the Nobel Peace Prize in 20027
rter, the 39th President of the United States,

won the Nobel Peace Prize in 2002. [distractor]
B. Jimmy Carter, the 39th President of the United States,

won the Nobel Peace Prize in 2002. [the original response]
C. Jimmy Carter, the 38th President of the United States,

won the Nobel Peace Prize in 2002. [distractor]
D. Gerald Ford, the 39th President of the United States,

won the Nobel Peace Prize in 2002. [distractor]
E

e ————————

None of above

St ’
\L Check i+1
T yes
—> Grigtnal nsner 23, 1 is swaller than
no no
.' Inconsistent | “Consistent !

Image from [2]
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Self-Verification

TrustScore: Proposed Solution (Behavioral Consistency)

Question g

3 distractor choices created by a

Priority-based Substitution Algorithm
based on Answer a

Answer a
Distractor r1 [
Distractor r2

Distractor r3 |

Scoring rule:

Answer a

Question g

Distractor r,

LLM chooses “Answer a” n times — Trust, . = 1 (consistent)
LLM fails to pick “Answer a” even once — Trust,. = 0 (inconsistent)
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Self-Verification

TrustScore: Proposed Solution (Fact-Checking)

Response r

Question q

Response x
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Self-Verification

TrustScore: Proposed Solution (Trust )

Response r

Answer a

Answer a

Question q

Question q

Question g
Distractor 7,

3 distractor choices created by a

Priority-based Substitution Algorithm
based on Answer a

Response x

Trustov Score:

1. If Knowledge Base contradicts answer — low overall score, no matter BC
2. If Knowledge Base supports answer — high score, BC can boost further
3. If no Knowledge Base evidence — rely on BC alone
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Multi-step Refinement

Can LLMs Produce Faithful Explanations For Fact-checking?

Towards Faithful Explainable Fact-Checking via Multi-Agent Debate
by Kyungha Kim - Sangyun Lee - Kung-Hsiang Huang - Hou Pong Chan - Heng Ji (2024)

- LLMs are good at checking facts but they struggle
with explaining their verdicts. @ —> @
C =y O
- The paper proposes a framework that leverages T — \),
multiple Al-agents that debate and refine each O
Q
«—

(}d

<

Generated using ChatGPT

and keeps the explanations closely linked with
the evidence present.

other’s responses which reduces hallucinations ('9°J
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Multi-step Refinement

Multi-Agent Debate Refinement (MADR): Motivation

- In the age of misinformation, people accept a
fact-check only when they understand why a claim
is true or false.

- Zero-Shot Prompting an LLM produces
hallucinated responses 80% of the time.

- Multi-hop claims are hard. Explaining a verdict
often means connecting several pieces of
evidence; one slip can flip the story.
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Multi-step Refinement

Multi-Agent Debate Refinement (MADR): Proposed Solution

Debater 1

Revised
Explanation

Initial
Explanation

Refiner

Evidence

Debater 2

Debater 1: Finds errors guided by a predefined error typology
Debater 2: Finds errors freely
Judge: Checks whether both Debaters now agree

Refiner: Rewrites the Initial Explanation with the agreed feedback
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Conceptual Pipeline

Know-Where-To-Go

Source Discovery

. : iti +
Evidence Scoring Initial Response + Sources

Intent Clarification
Query Expansion

User Query

Self-Verification

—| High TrustScore? I
TrustBC TI’UStFC(opt.)

Optional

Recommended |

| Low TrustScore? |

Multi-Agent Debate Refinement

Final Response + Sources Force Regeneration / Add Context
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Conceptual Pipeline

- Components’ Strengths
- Retrieval section prevents external hallucinations (wrong facts).
- TrustScore flags parametric inconsistencies.
- MADR converts a bare verdict into a human-readable chain-of-thought.

- Efficiency knobs
- Cheap “ping & page-rank” retrieval runs first (cache high-authority sources)
- Costlier debate step activates only if TrustScore < threshold.
- Debaters can be parallelized.
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Key Takeaways

Layered Defences > Single-Shot Answers
Evidence retrieval (Know-Where-To-Go), Self-Verification (TrustScore), and Multi-Agent Debate (MADR) tackle
different failure modes, so together they reduce hallucinations far more than any one method alone.

Be efficient, light checks first, heavy checks when needed
Run Fast retrieval + TrustScore by default and trigger the costlier MADR loop only when confidence is low.
Result is reliability and efficiency.

Trust demands visible reasoning, not just a verdict.
MADR turns raw LLM outputs into transparent, multi-hop explanations users can check for themselves which

is important for high-stakes domains like law, finance, medicine, etc.
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Fact-checking with Evidence

Know Where to Go: Proposed Solution

Answer
The term "apple" can refer to two distinct entities. First, Apple Inc. is a renowned American
Step6 Answer Generation | multinational technology company with its headquarters located in Cupertino, California. On the
other hand, an apple is a type of fruit, and some evidence suggests that consuming arples...

r Relevant |
-E‘ « \L Responsible J‘—I— 2]

Trustworthy ]4—|

(1

Q. Apple 9

¥ e

l Step 1 Intent-based Query Expansion I

Model & Web Page

Authoritative Sources

Provided by Optimizer

Reliable Evidences

Apple Inc. is an American multinational te
chnology company headquartered in Cuper
tino, California.

Some evidence suggests that eating apple
s can help lower blood sugar ...

t

Checked Sources

Large Language Models

: ) g National er Medical
28 National Geographic [ Geographiic [ Wikipedia [ News ]
1 Apple Inc. 2 Histor Health ~ R
i e i 23 il o :
5 edia
¢ * * o B 4 e I Step5  Source Update I
What s the ‘ Hobv:;id apple m = u;e Provided by Validator
me a It nefits 0 . ~ e o ——
Apple Inc.? s Fatas e Online Sources @ Online Self-Critical ~ History Mining
e 5 : geven wes {“query”: What is apple?
C c [DAA! @ Scorer “Sources”{{*Wikipedia’.g
C D Apple Inc. is an Ameri

Knowledge base Government Official website Apple
Validator ﬁ*

I StepZ Constrained Resource Generation I

WebName ) Self-Verty URL

Webpage o Ho o

can multinational technol

ogy” }1}

b

Invalid Sources

Aople | o) .I Step3 Access Check H Step4 Evidence Retrieve l —> \

Apple Food ]l The Kitchn H WebMD ]

History.com  ——44—P  hitpss/www history.com/ | ———P> Apple 1‘;

§ Lstearaohl —»  Recognizer =
Apple Food —8—» Do Not Exist —rig Paragraph 2 History.com | ™
o L
e
TheKitchn  ——74—  hitps:/www.thekichncom ———> Paragraph k » SeCIer

Image from [1]

Resource Pool
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Fact-checking with Evidence

Know Where to Go: Performance Evaluation

Statistical Metrics Performance Metrics
System
Scount Ecount Qcorrect Tavg | Timeliness T Access T Consistency T Validity T Precision T
New Bing 903 (460) 427 28 1.59 | 97.56 (99.57)  97.56 (99.57) 97.56 (99.57) 73.53 72.83
Perplexity.ai 1595 (1038) 1107 42 2.42 | 99.37(99.33)  99.24 (99.23) 99.31 (99.23) 73.35 67.57
WebGPT (175B) 950 (505) 950 154 1.68 | 97.15(96.83) 96.94 (96.44) 96.73 (96.23) 84.63 77.36
WebGLM (10B) 1355 (513) 1355 152 1.76 | 99.55(99.81) 99.40 (99.81) 99.40 (99.81) 85.38 74.83
Our Method (7B) 295 (173) 565 178* 1.29 | 100.00 99.81(99.66) 97.21(95.62) 87.92" 78.41°
Scount: How many distinct web sources were returned. Image from [1]

Ecount: How many evidence sentences were extracted.
Qcorrect: For how many questions did they get any correct answer.
Tavg: Avg. number of topics hit per query (diversity).

Timeliness: Does that web page still exist under the same name?

Access: Is the URL alive and reachable?

Consistency: Does the URL actually belong to the claimed site?

Validity: Does the page genuinely answer the question?

Precision: Of the evidence sentences pulled out, how many are truly on-point?
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Fact-checking with Evidence

Know Where to Go: Module-level Ablation Study

Timeliness T Access T Consistency T Validity T Precision T

Full 100.00  99.81(99.66) 97.21(95.62)  87.92 78.41
w/o opt. 100.00 99.51 (98.77)  98.05 (95.06)  88.76 67.56
w/oval. 96.94 (94.24) 89.44 (82.98)  85.83 (76.44) 58.89 =

Image from [1]

Scount: How many distinct web sources were returned.

Ecount: How many evidence sentences were extracted.

Qcorrect: For how many questions did they get any correct answer.
Tavg: Avg. number of topics hit per query (diversity).

Timeliness: Does that web page still exist under the same name?

Access: Is the URL alive and reachable?

Consistency: Does the URL actually belong to the claimed site?

Validity: Does the page genuinely answer the question?

Precision: Of the evidence sentences pulled out, how many are truly on-point?
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Self-Verification

TrustScore: Generating High-Quality Distractors

Three distractors built by a Priority-based Substitution Algorithm:

- Swap the most informative tokens first (entities > nouns/numbers > others)

- Pull replacements from:
- DBpedia entities (preferred)
- Semantically close words (embedding)
- Random words with matching Part-Of-Speech

When did all night long come out lionel richie?

A) All night long came out in 1975. [distractor]

B) All night long came out in 1986. [distractor]

C) All night long came out in 1983. [original response]
D) All night long came out in 1999. [distractor]

E) None of the above.

Example taken from [2]
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Multi-step Refinement

Multi-Agent Debate Refinement (MADR): Overview

Initial Explanation (E) v
i . : Assess if feedback from both p i 1)
.. Further research indicates that the list was falsely attributed ; matches: return “True® ,mey do, "False” if not.

to Jeff Foxworthy ... Instead, users on web forums credit
: someone named Fritz Foxworthy with compiling the list.

B .ludge ) Debater 1's
I ¥ Feedback (F; 1) .
(” 1. Review the predetermined 1. Analyze the explanation
error typology thoroughly without access to the error
before analyzing the

typology.
Identify potential errors, which

explanation provided. 2.
2. ldentify and categorize errors undermine the faithfulness of l
in the explanation based on the generated explanation. Combine feedback from both analyzers into one.
\_the typology. 3. Categorize them using the -
provided typology as a * Finalizer
reference.

Accumulated Feedback

Intrinsic Entity Related Error: Revise ‘Intrinsic Entity Related
i Error: Revise 'Fritz Foxworthy' to align with the source; users
H credit 'Fritz Edmunds,’ maintaining fidelity. H

Debater 1 (Dy) Debater 2 (D,)

o . |
>  Feedback 1 (F; 1) “—

Intrinsic Entity Related Error trinsic Entity Related Error i
: Feedback: The phrase eedback: The explanation

Revise the sentence(s) containing the identified error(s) based on the
feedback.

"Fritz Foxworthy" should be
i revised to accurately reflect
: the information from the

Fritz Edmunds” to maintain
“faithfulness to the source.

: source. Instead, it could state

ttributes the creation of
Fritz Foxworthy," which
ntradicts the source

formation where users

.Edmunds.”

edit someone named "Frltz

Image from [3]

o Jeff Foxworthy
“someone named

v

@ Refiner (R)

... Further research indicates that the list was falsely attributed

Instead, users on web forums credit

Edmunds with compiling the list. .

29/30



GEORG-AUGUST-UNIVERSITAT
GOTTINGEN Liaun commoon

References

[1] Shi, Xiang, et al. "Know where to go: Make LLM a relevant, responsible, and trustworthy searchers." Decision Support Systems 188
(2025): 114354.

[2] Zheng, Danna, et al. "Trustscore: Reference-free evaluation of lIm response trustworthiness." arXiv preprint arXiv:2402.12545
(2024).

[3] Kim, Kyungha, et al. "Can lims produce faithful explanations for fact-checking? towards faithful explainable fact-checking via
multi-agent debate." arXiv preprint arXiv:2402.07401 (2024).

30/ 30



