
BoF: The IO-500 and the 
Virtual Institute of I/O
George Markomanolis, Jay Lofstead, 

John Bent, Julian M. Kunkel 



1. The Virtual Institute for IO (10 min) – Julian Kunkel
2. What’s new with IO-500 (5 min) – George Markomanolis
3. Community lightning talks (5 min each)

a. Rationalizing Public Clouds HPC Performance – Vinay Gaonkar
b. I/O performance variability in practice – Glenn Lockwood

4. The new IO-500 list (5 min) – George
a. Award ceremony (2 min)

5. Analysis (5 min) – Julian
6. Roadmap (2 min) – Jay
7. Voice of the community & Open Discussion (20 min) – Jay Lofstead

BoF Agenda
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IO-500
George Markomanolis, Jay Lofstead, 

John Bent, Julian M. Kunkel 



Apologies in absentia
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● Sorry I’m not with you
● Just started new job; important meeting later today in CA...
● Thanks for all the awesome submissions
● Please don’t abuse the other committee members too badly
● See you at SC!



ORNL is managed by UT-Battelle, LLC for the US Department of Energy

IO-500
What’s new?

George S. Markomanolis,

The IO-500 and the Virtual Institute of I/O

Frankfurt, Germany, ISC’19

18 June 2019



66  Open slide master to edit

IO500

• mdtest was patched (an out of cycle list was released):
– https://www.vi4io.org/io500/list/19-01/start
– https://www.vi4io.org/io500/list/19-01/10node 

• Creating more standard procedures
– Rules for running IO-500 (https://www.vi4io.org/io500/rules/submission )
– Vendor engagement (io-500-vendors@vi4io.org)
– Certificates

• Organization
– More frequent meetings
– Clarified rules

https://www.vi4io.org/io500/list/19-01/start
https://www.vi4io.org/io500/list/19-01/10node
https://www.vi4io.org/io500/rules/submission
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IO500

• Procedure to modify IO-500 and/or add new benchmarks 
(https://www.vi4io.org/io500/rules/proposals )

• Deadlines moved earlier (June 10th, 2019)

• Informing submitters about their ranking 

• Exhaustive submission checking 

https://www.vi4io.org/io500/rules/proposals
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Submission Rules



Reminder about pfind/sfind/io500.sh 
● pfind/sfind are currently provided by the IO500 committee as a convenience
● io500.sh attempts to determine whether a run is invalid
● However, submitters are responsible for checking results for compliance with 

the rules
○ i.e., just because it seems to run successfully, does not mean it will be accepted as valid
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Edit or add functionalities to IO-500
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IO-500

We have more than 100 total submissions!

Thank you!



The new IO-500 list 
and analysis



10 Node Challenge -- Ranked List
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IO-500 10 nodes Bandwidth Winner
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IO-500 10 nodes Metadata Winner



Bandwidth Scores for Top Five in Ten Node Challenge 
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Key Intentionally Hidden



Metadata Scores for Top Five in Ten Node Challenge 
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Key Intentionally Hidden



Overall Scores for Top Five in Ten Node Challenge 
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Key Intentionally Hidden



Overall Scores for Top Five in Ten Node Challenge 
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The Big Reveal!

Congrats to 
DDN Colorado!
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IO-500 10 nodes Winner



10 Node Challenge Ranked List (39 total entries)
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IO-500 Ranked List
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IO-500 Bandwidth Winner
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IO-500 Metadata Winner



Bandwidth Scores for Top Five Overall
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Key Intentionally Hidden



Metadata Scores for Top Five in Ranked List
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Key Intentionally Hidden



Overall Scores for Top Five in Ranked List
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Key Intentionally Hidden



Overall Scores for Top Five in Ranked List
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The Big Reveal!

Congrats to 
U Cambridge!
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IO-500 Winner



IO-500 Ranked List (48 total entries)
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Analysis of the Full List
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Analysis of the Full List
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Analysis of the Full List
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Analysis of the Full List
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IO Throughput by (DS) Storage Media Type
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Metadata Performance per DS Storage 
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Score By File System
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Which FS Yields Best for Storage / Normalized
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Which FS Yields Best for Storage / Normalized
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Which FS Yields Best for Storage / Normalized
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Analysis: What if? The “Uber” Storage
Combining the best performance for each benchmark leads to an Uber storage

For the full list: score: 3917

bw: 1020 => current best 560

md: 7674 => current best 2377

For a 10 node system: 

score: 680: This would be faster than #1 in the current list!

bw: 112    => current best 77

md: 1671 => current best 554
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Roadmap



Roadmap for the IO-500 (until Supercomputing)
● Update to the benchmark

○ MDTest: Rank shifting between tests (similar to IOR): a rewrite of MDTest
■ Intent was to eliminate caching effects and it was determined this wasn’t working

● Contribute a regression testing platform to IOR and MDTest for validation
● Keeping non-qualified submissions (partial/invalid results) separately
● Filter to generate new sublists, e.g., API=POSIX, storage=NVMe
● Webpage

○ Hardening of submission page; hardware description standardization (e.g., IB = Infiniband)
○ Detailed results for each submission
○ Creating of new sublists (how exactly is part of the discussion)
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Evidence for the need for mdtest shifting

44ISC HPC 2019



Regression Testing
● For IO500/IOR/MDTest
● Validation: correct behavior
● Performance behavior:

○ Track performance changes over time

● Technical:
○ Using Jenkins (various plugins)
○ Schedule to run tests to determine

■ Some tests will run for minutes!
○ Prototype nearly ready (see figures)

■ Done by Benjamin Hodges

● Anyone willing to run the scripts as well?
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Discussion



Discussion Points

1. Vendor community created.
2. Change process discussion.
3. What to do with old entries as benchmark suite evolves?
4. List reveal process
5. What part of the process is working/not working well for you?

a. Possible topics
i. Is find working for you?

ii. Hard phases too easy?
iii. Are we missing anything?

6. Shall the benchmark validate correctness of its results?
a. e.g., Is it important to make sure you read what was written?
b. reported numbers, client count, etc.

7. How to automatically collect more and better environmentals?
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