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Have Cloud Service Providers (CSPs) Led us to the Holy 
Grail?

.. or the ‘false grail’?
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Introducing the Speaker

• .sys
• Slash (PSC)
• Zest (PSC)
• Slash2 (PSC / NARA)
• IME (DDN)
• Niova-block (Niova)
• PumiceDB (Niova)

• .org
• Scale8 - Clustered CDN
• PSC - HPC

• Built several production archival solutions
• HDD-base burst buffer
• PLFS Paper Co-author (~300 citations)

• DDN - HPC Storage
• IME - first IO500 Winner

• DigitalOcean - Cloud Storage
• Niova - Distributed Block Storage

• .edu
• B.S. Information Science

• University of Pittsburgh “before storage”

> 20 years exp 
implementing 
distributed storage 
software

> 1 million lines of C 
written
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CSPs & IaaS

CSPs have focused a great deal of time and effort 
on Infrastructure as a Service, as a result they 
have a set of on-the-fly provisions:
• Compute resources
• Highly reliability Blob Stores
• Fault Tolerant Block Devices

• EBS, Azure Managed Disk, GCP Persistent Disk

Combining these enables the creation of 
Production-level PFS services!
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CSP IaaS + Existing PFS Solutions (Lustre + AWS Parlance)

  S3

Lustre EBS

EC2
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CSP IaaS + Existing PFS Solutions (Lustre + AWS Parlance)

  S3

Lustre EBS

EC2

Open Source 
Parallel File 
System

Provisionable 
Compute Server 
(MDS / OSS)

Elastic Block Storage - 
provides reliable block 
device service for 
Lustre MDS & OSS

Simple Storage Service (aka Blob / 
Object store) – serves as archival 
tier
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CSP IaaS + Existing PFS Solutions 

  S3

Lustre EBS

EC2
AWS LustreFSx

Azure Managed 
Lustre (AMLFS)
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What’s Interesting about CSP Lustre Instances?

• Composable on-the-fly
• Integrated Archive / Lifecycle Mgmt
• Configurable Performance and 

Capacity
• H/A managed by the CSP
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CSP PFS:  Reduces / Removes Inter-Job Interference

“one of the most complex manifestations of performance 
variability on large scale parallel computers.” - on parallel I/O 
contention
D. Skinner and W. Kramer, “Understanding the Causes of Performance Variability in HPC Workloads,” in IEEE 

Workload Characterization Symposium, 2005, pp. 137–149.

“Users often setup a Slurm job script to ask for 2x the time 
they will need to run” - HPC R&D Staff Member at Top 5 HPC Site

Poorly structured user workloads can degrade performance for all users
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CSP PFS:  Reduces / Removes Inter-Job Interference

How?  Sharing is done at the block layer not the PFS

Typical HPC Config CSP Config
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CSP PFS:  Decreases Blast Radius

Caveat:  Assumes unaffected Virtual Block Layer 
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CSP PFS:  Provisionable Performance and Capacity

Even better.. IOPs and BW limits are enforceable at the 
Virtual Block Layer 



13

CSP PFS:  Transparent Archiving to Blob Store

  S3

Blob Store
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CSP PFS:  Transparent Archiving to Blob Store

Instances can be torn down..

  S3

Blob Store
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CSP PFS:  Transparent Archiving to Blob Store

  S3

Blob Store

.. and rehydrated later
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CSP PFS:  How do they provide all these amazing things?

CSP Virtual Block Devices are Smart and Capable
• Snapshottable

• Integration w/ Blob Store for low cost archiving
• Thin-Provisioned

• They don’t charge that way, however
• Network addressable

• Follows the VM around the cluster
• Reassignable via API

• Fault Tolerant
• Highly Available
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So What’s the Catch?

CSP managed disks and blob store are relatively expensive
• Especially viewed through HPC lens
• We have our own data centers!

HPC has employed RAID / Erasure Coding for decades
• CSP pricing implies replication
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How can we get Erasure Coding:  NVME over Fabric?

NVMEoF Lacks Important Capabilities
• Snapshottable

• Integration w/ Blob Store for low cost archiving
• Thin-Provisioned
• Network addressable

• Follows the VM around the cluster
• Reassignable via API

• Fault Tolerant
• Highly Available

Means static 
partitioning is 
required!

EC can be done 
via MD Raid
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Ceph? 1TB/sec Study Reveals the Difficulty of Dist EC

Ceph offers thin provisioning but 
lacks performant EC

In practice triplication is used 
which increases system cost!
this is the config DigitalOcean operates..

https://ceph.io/en/news/blog/2024/ceph-a-journey-to-1tibps/

https://ceph.io/en/news/blog/2024/ceph-a-journey-to-1tibps/
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Existing Approach for “Efficient” Distributed EC

“Non deterministic” / unaffiliated EC sourcing has 
shown to be useful in removing read-modify-writes 
from the network EC storage path

K M
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2018 IO500 IOR Hard

IME used EC in this configuration, DataWarp did not!
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2018 IO500 IOR Hard

With Erasure Coding!
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Existing Approach for “Efficient” Distributed EC

“Non deterministic” / unaffiliated EC sourcing has 
shown to be useful in removing read-modify-writes 
from the network EC storage path

GC Method requires stateful tracking of individual 
extents which is expensive and difficult to 
implement.  GC performance may be poor in cases..

K M

non-
deterministic
EC sourcing 
method

.. the 
resulting 
garbage 
collection
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Approach for Simplifying Distributed EC for Block
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Abstract
A method that achieves high availability by employing distributed erasure coding instead of 
distributed replication and preserves and applies the positive attributes of distributed 
replication to that of distributed erasure coding. The results are improvements and 
simplifications to the otherwise difficult internal management processes found in distributed, 
shared-nothing, erasure coding systems. The key positive attributes of the 
distributed replication method are processing of a user's write request 
without requiring the presence of some set of adjacent blocks (ie a 
read-modify-write) and the ability of storage endpoints to perform 
garbage collection tasks with complete autonomy of one another. The 
distributed block storage system simultaneously captures the capacity advantages of 
erasure coding and the positive attributes of fault tolerance management found in data 
replication.

Approach for Simplifying Distributed EC for Block



26

Abstract
A method that achieves high availability by employing distributed erasure coding instead of 
distributed replication and preserves and applies the positive attributes of distributed 
replication to that of distributed erasure coding. The results are improvements and 
simplifications to the otherwise difficult internal management processes found in distributed, 
shared-nothing, erasure coding systems. The key positive attributes of the distributed 
replication method are processing of a user's write request without requiring the presence 
of some set of adjacent blocks (ie a read-modify-write) and the ability of storage endpoints 
to perform garbage collection tasks with complete autonomy of one another. The 
distributed block storage system simultaneously captures the capacity 
advantages of erasure coding and the positive attributes of fault 
tolerance management found in data replication.

Approach for Simplifying Distributed EC for Block
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Moving Beyond the CSPs

If distributed block + efficient erasure coding are in 
reach what are the possibilities? 
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Moving Beyond the CSPs: Transparent Locality Mgmt
Data migration at the block level can be done within the 
same coherency domain - no ephemeral file system 
needed

Blob 
Store

“Top of Rack” Storage

Compute NodesJob X Job Y

Virtual Block + 
Job / User -specific 
Composable PFS  Services 
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Moving Beyond the CSPs: Adaptable PFS Service Scaling 
Adjusts to Users’ Job Size
Same Namespace in both Cases

Blob 
Store

Condensed 
User PFS 
Services

Expanded 
User PFS 
Services
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Moving Beyond the CSPs: Enabling New PFS Tech 
IO500 Production List is a Full of the Known Players
These systems have taken millions of man hours to build.. 

Why?   Recovery and Fault Tolerance are very difficult to 
implement 
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Moving Beyond the CSPs: Enabling New PFS Tech 

With Smart & Capable Virtual Block Devices current 
high performance ephemeral PFS tech could be 
brought closer to Production!
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Moving Beyond the CSPs: Enabling New PFS Tech 
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Have CSPs Led us to the Holy Grail?

.. unsure, TBH – it’s 
complicated :)

Thank You!


