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▪ I/O are more and more complex to track in HPC systems as associated performance metrics 
are spreading the whole HPC stack 

▪ There is a need to understand and predict potential I/O bottlenecks to further optimize the I/O 
subsystem 

▪ We consider malleable payloads, able to collaborate with the storage back-end to further 
optimize I/O 

▪ In the ADMIRE project, which serves as the framework for this work, we aim at defining 
a holistic I/O optimization framework based on monitoring and fine-tuning of the I/O 
stack, including the use of ad-hoc file systems 

▪ Development of a versatile monitoring tool (the Metric Proxy) 
▪ Use of its output data (among others) to generate online performance  
     predictions (i.e., models) from profiles and traces

Motivation
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! Continuous Modelling
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Motivation (cont’)
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                 ’s 
Monitoring Infrastructure  

The Metric Proxy
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Performance measurements are always a 
compromise between verbosity and 
measurement/storage overhead. 

Inspired by the "Cube Model"

Monitoring Granularities
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We gathered in a single tool: 
▪ TBON for real-time reduction of 

performance data using LIMITLESS 
▪ Resampled performance traces for 

temporal series 
▪ Profiles to describe each run 
▪ Prometheus storage for historization 
▪ Real-time summative profiles (a.k.a 

snapshots) for current state

Using the Metric Proxy for Flexible 
Measurements

3 June 2024 6



Introducing the Metric Proxy for Holistic I/O Measurements | HPC-IODC 2024 | Dr. Ahmad Tarraf | Department of Computer Science3 June 2024 7

Metric Proxy’s Architecture
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Embedded Web Interface 

Each metric proxy on 
each node provides 
an HTTP endpoint on 
port 1337 by default.
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Monitoring the TBON and Scrapes
The proxy reduction tree is 
built automatically by 
«pivoting» the nodes on a root 
server which then returns the 
address of one of the proxy.  

Here an example with 32 
nodes, seen from the root. 
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Sample Profile Snapshot
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Sample Profile Snapshot (cont’)
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Sample Trace View
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▪ A maximum fixed size of 32MB per job, 
filled with sample every one second and 
slowing down by a factor 2 on 
resampling. 

▪ This maintains full-range traces by 
dynamically decreasing resolution and 
bounded size.
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Trace Resampling
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Trace Resampling
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Trace Resampling
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Trace Resampling
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Trace Resampling
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S0+S1

Period 2

S2+S3 Resampling
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Trace Resampling
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Prometheus Aggregation
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Proxy Proxy Proxy Proxy

Proxy Proxy

Proxy

Prometheus 
Database

S
patial A

ggregation

Time Series of sample values 
are accumulated over time: 
• For nodes 
• For global state
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▪ Proxy examines MPI and I/O 
information simultaneously 

  
▪ Example: Nek5000 

▪ is fast and scalable open 
source CFD solver 

▪ turbPipe test case (round 
turbulent pipe flow) 
running on 10 nodes (360 
MPI ranks)

Nek5000 in Prometheus GUI
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IMB-MPI1 with 50 Nodes (1800 
Processes)

3 June 2024 21

• Comparison between the Prometheus view and 
the trace view inside the proxy (GUI) for the total 
number of MPI_Barriers over time summed 
over 50 nodes with a 1 second resolution 

• It is possible to see the various steps of IMB
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LULESH (MPI) 1728 Processes 
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Stacked view of the 
number of calls for 
various MPI functions, 
timesteps are visible
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Performance Modeling
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FTIO
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Modeling From Profiles

▪ Final state of job counters are 
saved by the metric proxy 

▪ Profiles can be gathered by 
command line for various scales 

▪ The Metric Proxy can leverage 
Extra-P to generate and expose 
performance models for all 
metrics of a given trace
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Sample Model for Bytes Read

▪ The proxy has functions for 
various metrics and can use 
Extra-P interpolate values at 
scales not yet run 

▪ This information can be valuable 
for dimensioning burst buffers 
or controlling ad-hoc file 
systems 
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Predicting Temporal Behavior Using 
Frequency Techniques (FTIO)
! Periodic I/O is often encountered in HPC!   
Information about applications’ periodicity, even if not perfectly 
precise, leads to good contention-avoidance techniques [1, 2, 3] 

!Frequency Techniques for I/O: 
▪ Examine the I/O behavior in the frequency domain 
▪ Describes the temporal behavior of the I/O phases through a single 

metric, namely the period 
▪ Online (prediction) and offline (detection)  realizations with low 

overhead
▪ Additional metrics quantify the confidence in the results and further 

characterize the I/O behavior

(𝑻𝒅)

Period  of I/O phases:  
The time between the start of 
consecutive I/O phases

(𝑻𝒅)
IPDPS 2024
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FTIO: Output (Simplified)
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FTIO

Frequency  = 0.04 
Hz 
! Period  = 24.025 

s

(𝑓𝑑)

(𝑇𝑑)

Job

PFSCompute nodes

I/O requests

Trace File

signal 𝑥(𝑡)

+ Confidence  = 64.9% 
+ Average bytes per phase … 

(𝑐𝑑)
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Trace file: 
• Bandwidth per rank  
• Bandwidth per node  
• …
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FTIO: The Core 

 

import Application-level 
Bandwidth

Power  
Spectrum

ACF

Outlier DetectionMerge Results

Discrete Fourier Transformation

Autocorrelation

Overlap Calculation 

 

 

- Z-Score 
- DBSCAN 
- Isolation Forest  
- LOF 
- Peak Detection

Z-Score

Peak Detection

Discretization

Discrete 
Signal

IPDPS 2024
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Supported Formats/Tools for online prediction: 
▪ TMIO (JSONL, MessagePack, ZeroMQ) 

▪ Metric Proxy  

Supported Formats/Tools for offline detection: 
▪ Darshan  
▪ Recorder (folder) 
▪ TMIO (JSON, JSONL, MessagePack, ZeroMQ) 
▪ Metric Proxy 
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FTIO: Required Input

TMIO:  
• Tracing MPI-IO 
• C++ library that uses the PMPI interface  
• Flushes I/O data online 
• Can be easily attached to existing code 
• Will be made publicly available

demo.json
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Trace file containing: 
▪ Bandwidth per rank 
▪ Time (start and end) when the bandwidth changed  
!FTIO calculates internally the application-level    

bandwidth by overlapping the rank-level metrics 

Application-level bandwidth and (start) time can also be 
provided directly ! Any level is ok! 
! Metric Proxy provides the application-level 
bandwidth!
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FTIO: Required Input (cont’)

Time (s)

Bandwidth  (MB/s)

FTIO …
Trace File



Introducing the Metric Proxy for Holistic I/O Measurements | HPC-IODC 2024 | Dr. Ahmad Tarraf | Department of Computer Science

FTIO: User Interface
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FTIO and the Metric Proxy:

▪ The paper shows a basic prediction for the total bytes for a small benchmark 
▪ So far, the proxy provides the trace to FTIO, but this interaction could be enhanced  
▪ We could also build a feedback loop to utilize FTIO’s predictions for: 

▪ Enhanced modeling approaches   
▪ System components 
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▪ We describe the Metric Proxy, a machine-wide transversal monitoring 
infrastructure able to generate several performance outputs: 
▪ Prometheus Integration (Both for scrape and as an exporter) 
▪ Performance trace and Profiles 
▪ Spatial aggregation with TBON 
▪ Job aware 

▪ We listed associated performance prediction efforts: 
▪ Performance models using Extra-P integrated in the Metric Proxy 

▪ I/O Phase prediction using FTIO by using the traces from the Metric Proxy 

▪ Contact: ahmad.tarraf@tu-darmstadt.de 
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Conclusion

mailto:ahmad.tarraf@tu-darmstadt.de


Introducing the Metric Proxy for Holistic I/O Measurements | HPC-IODC 2024 | Dr. Ahmad Tarraf | Department of Computer Science

▪ Utilize the phase detection for contention avoidance using live data 
from the metric proxy coupled with FTIO analysis (feedback loop) 

▪ Work on the TBON to evaluate alternative topologies and examine the 
dynamics of the approach 

▪ Work on enhancing integrations of the Metric Proxy with other tools
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Future Work
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Available in Open Source
Metric Proxy:  
▪ https://github.com/besnardjb/proxy_v2 
▪ Rust: can be easily installed using cargo 
▪ Spack recipe is also available (contact us) 

FTIO:  
▪ https://github.com/tuda-parallel/FTIO 
▪ Python: can be easily installed using pip 

Extra-P:  
▪ https://github.com/extra-p/extrap 
▪ Python: can be installed using pip

Users, contributions, and 
collaborations are welcomed!

https://github.com/besnardjb/proxy_v2
https://github.com/tuda-parallel/FTIO
https://github.com/extra-p/extrap
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Questions?
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Thank you for your attention!


