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High Level Introduction: HPC I/O stack
• The HPC I/O stack is complex

• Many levels
• High-Level I/O 
• I/O middleware
• Low-Level I/O
• I/O forwarding
• Parallel File Systems

• Various options at each level

• Many interacting parameters

• It is challenging for users/developers 
leverage all layers effectively
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•   How do we diagnose and resolve I/O 
inefficiencies?

• Profiling tools create detailed trace logs
• Darshan
• Recorder

• Analysis tools extract/visualize key metrics
• PyDarshan
• DXT-Explorer

• Diagnose tools indicate potential 
performance issues

• Drishti

Current Solutions 

PyDarshan

Analysis tools

Diagnosis 
tools

Profilers



Analysis Tools

PyDarshan

Trace log

• Turning analysis into actionable insights 
still requires domain expertise

• Few I/O experts are available to 
provide expertise

I/O
Darshan



Diagnosis Tools

I/O
Darshan

Drishti

Analysis 
Process

Descriptive 
insights

Trace log

• Trigger-based
• Threshold settings require domain 

expertise  
• % of time doing metadata ops, 
• % of operations which should be 

collective

• Generic outputs
• Static code samples
• Minimal explanation

• May requires expertise to properly 
interpret diagnoses



I/O Trace analysis

Challenges
• Log content complexity

• Requires domain knowledge to interpret
• Log size

• LLM context windows are limited
• Performance issue diagnosis requires domain expertise to 

identify and diagnose

• Many profiling tools exist
• Domain scientists may not have expertise to 

interpret their output
• Not enough experts to help individual users
• Users need to wait long for questions to be 

answered

Can LLMs help democratize I/O 
performance Diagnosis?

They would need to be:
• Approachable

• Any type of user should understand
• Interactive

• Users can ask specific questions
• Accurate

• Diagnosis content should be correct



LLM Capabilities
• LLM capabilities have advanced 

significantly
• Handle complex context
• Instruction following

• Post-training techniques 
have emerged

• Chain of Thought
• One/Few-shot 

prompting
• Retrieval-Augmented 

Generation
• LLMs as agents
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Filling the Gaps: Accuracy and Scalability 

Log content 
complexity

Log size

Performance issue 
diagnosis requires domain 

expertise
Vector 
Index 

(Llama-index)

Research Papers
(Query results from 

ACM/IEEE online DBs)

RAG

POSIX MPI-IO STDIO

Module-based summary functions

Summary metrics

• Unpacked darshan logs for scientific 
applications can be many MB

• Darshan counters are per-file
• Analysis often requires aggregation of 

counters
• LLMs cannot aggregate counters 

during generation

• Interpreting counter values to 
diagnose performance issues is 
non-trivial



I/O Navigator

Final Diagnosis

How should I adjust the 
stripe settings?

Response
1. Increase the Stripe Count:

• Issue: ...only utilizes one OST
• Recommendation: ...match or exceed number 

• Example Command: 

lfs setstripe -c 4 <directory_or_file>

2. Adjust the Stripe Size:
• Issue:...stripe size of 1 MiB is used in 

• Recommendation: 

• Example Command: 

lfs setstripe -S 4M <directory_or_file>

...4 MB reads and writes
...stripe size to 4 MB may improve performance.

of processes (4–8 OSTs for 4 processes).

99.948% of your execution.
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Some Results
• We built a new benchmark suite to 

evaluate the system



Scan to try out our demo!


