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DFTracer: A multi-level dataflow tracer for capturing I/O calls 
from AI-driven workflows.

WisIO: An automatic bottleneck detector for large-scale 
workloads

DFAnalyzer: A multi-level analyzer for understanding I/O from 
multiple levels of the hierarchy

Recent Tools developed for I/O in AI
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Capture multiple data-centric layers of the workload
• Application layer (python code)
• System layer (POSIX and STDIO interface)

Visualization of Megatron Deepspeed with SCR 
(DFTracer + Perfetto) 
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Optimizing Megatron Deepspeed with SCR
(DFTracer + WisIO)

Reduced overall runtime is a result 
of increasing overlap between 
checkpoint I/O and Computation

Difference between overall I/O and 
Unoverlapped or perceived I/O
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DFAnalyzer: Multi-Level 
analysis of AI workloads
Stromer application from ANL

HDF5 Dataset with PyTorch 
Data Loader

We need to look at multiple layers 
and different metrics to understand 

performance. 
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Questions or Comments

Disclaimer
This document was prepared as an account of work sponsored 
by an agency of the United States government. Neither the 
United States government nor Lawrence Livermore National 
Security, LLC, nor any of their employees makes any warranty, 
expressed or implied, or assumes any legal liability or 
responsibility for the accuracy, completeness, or usefulness of 
any information, apparatus, product, or process disclosed, or 
represents that its use would not infringe privately owned rights. 
Reference herein to any specific commercial product, process, 
or service by trade name, trademark, manufacturer, or 
otherwise does not necessarily constitute or imply its 
endorsement, recommendation, or favoring by the United 
States government or Lawrence Livermore National Security, 
LLC. The views and opinions of authors expressed herein do not 
necessarily state or reflect those of the United States 
government or Lawrence Livermore National Security, LLC, and 
shall not be used for advertising or product endorsement 
purposes.
This work was performed under the auspices of the U.S. 
Department of Energy by Lawrence Livermore National 
Laboratory under contract DE-AC52-07NA27344. Lawrence 
Livermore National Security, LLC

AnalyzerDFTracer
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Detailed Characterization and Analysis
(DFTracer + WisIO)

Difference between overall I/O and 
Unoverlapped or perceived I/O
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Megatron Deepspeed: Characterization and Analysis
(DFTracer + WisIO)

Look at workloads 
with different 
lenses.
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Details Characterization and Analysis with SCR
(DFTracer + WisIO)
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Details Characterization and Analysis with SCR
(DFTracer + WisIO)
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Megatron Deepspeed (DFTracer + DFAnalyzer)

• Checkpointing + Reading (App I/O)
• Overlapped I/O is Reading uses 

MMap
• We cannot see kernel’s page faults

• Checkpointing is Unoverlapped
• It is synchronous wrt the 

computation.
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Megatron Deepspeed w/wo SCR (WisIO)

Reduced overall runtime is a result 
of increasing overlap between 
checkpoint I/O and Computation
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Megatron Deepspeed with SCR

• Performs more I/O first to SSD then 
async to PFS

• Improves overall time by 1132 secs.
• 2x speed up on Checkpointing
• Improved overlapping: from 20% to 

50%.


