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Is It Worth to Offload?
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Thanks to this significant reduction of execution time, we
observe sizable energy savings. Our study demonstrates that
the YourSQL approach, combining the power of carly filter-
ing with end-to-cnd datapath ion, can
large-scale analytic queries with lower energy consumption.

1. INTRODUCTION

Delivering end results quickly for data-intensive queries is
key to successful d intelligence,
and analytics applications. An infuitive (and efficient) way
to speed them up is to reduce the volume of data being trans-
ferred across storage network to a host system. This can be
achieved by either filtering out extrancous data or transfer-

ring i diate and /or final ion results [18].

ing. Do et al. [11] built a “smart $SD” prototype, where
SSDs arc in charge of the whole query processing. Even
though this work lays the basis for in-storage query pro-
cessing, there remain large arcas for further rescarch due
t0 its limitations. First, it focuses on proving the concept
of SSD-based query processing but pays little attention to
realizing a realistic database system architecture. Not only
would join queries be unsupported, but internal represen-
tation and layout of data must be converted to achieve
reasonable speed-up. Morcover, the hardware targeted by
this work (i.e., SATA/SAS SSDs) is outdated and the cor-
responding results may not hold for future systems. Indeed,
itts performance advantages mainly result from the higher
internal bandwidth inside an SSD compared to the exter-
nal SSD bandwidth limited by a typical host interface (like



Cost/Benefit of Offloading

Offloading




Cost/Benefit of Offloading

Offloading Possible Benefits

Compute Platform

TN

Data Translation Reduction

Data Transmission Size Reduction
Software Layer Reduction

Power Consumption Reduction
Application Performance Increment
Resource Utilization Increment

Embedded
Platform

OJONOROROROXO,

n storage device cost ;bnoverall platform cost
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Placement of Data Access Functions

Different storage media, different workloads = different cost-optimal placements of functions

Move data access function close to DRAM to hide latency

J(x) \ - t
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Host Platform

Move data access function close to data to save bandwidth cost

network 2
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41 media
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Placement of Data Access Functions

Different workloads, different storage media = different cost-optimal placements of functions

fx)| Dataaccess function

Move data access function close to DRAM to hide latency

f(X) \ Interconnect

Examples:
GET/PUT in K/V Store

e read/writein File System
media e SELECT/PROJECT in DBMS
e H5Sselectin HDF5
Host Platform
Workload:

Move data access function close to data to save bandwidth cost  dataaccess function calls

Throughput:

1/0 fabric f(x) j Fast e data access function calls per second

CPUDRAM [

media (aka ops/sec, IOPS, OPS)

Compute Platform Ergbedded Platiggn @.__ Problem; How to quantify cost/benefit?
J -‘ | 7
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Measurement Methodology



Efficiency Comparison for Different Platforms

Different storage media, different workloads = different cost-optimal placements of functions

We need a normalization that is
@ Platform-independent

Reference point across host and embedded platforms
Based on amount of work measured in workload operations (as opposed to CPU cycles)
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Efficiency Gomparison for Different Platforms

Different workloads, different storage media = different cost-optimal placements of functions

We need a normalization that is

@ Platform-independent
Reference point across host and embedded platforms
Based on amount of work measured in workload operations (as opposed to CPU cycles)

@ Workload-dependent
Workload operations are implemented by the data access function under study
Examples: GET/PUT K/V ops, read/write FS ops, db transactions

@ Media-dependent
Cost-optimal placement of data access function sensitive to types of storage media
Examples: Spinning media (slow), flash media (fast)
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Efficiency Normalized by Work Performed

Throughput: -
Unit
f (x ) of work
| Platform
Platform A : 8 units of work Platform B : 3 units of work
Cost efficiency S/WU
Platform
.. Power efficiency kWh/WU
Efficiency
Space efficiency m3/WU
b4 o




Efficiency Normalized by Work Performed Limited by Media

)

Throughput:

Platform

=L

Media

Platform
Efficiency

Media-based
unit of work

Platform A:
8 meda-based
units of work

Cost efficiency $S/MBWU

Power efficiency kWh/MBWU

Space efficiency m3/MBWU

Platform B:
3 media-based
units of work




Construct a MBWU Measure MBWUs of a platform

1. Runworkload on platform thatis only 1. Runworkload on platform under study
limited by storage media, with all external 2. Determine maximum steady-state
caching effects eliminated/disabled throughput of platform under study using

2. Determine maximum steady-state the same workload
throughput 3. Divide throughput by constructed MBWU

3. 1MBWU « that throughput
Compare platforms

e MBWU construction is fully repeatable

e Intended for all workloads, storage media 1. Measure MBWUs for each platform
e Not: online method during production 2. Determine $, kWh (under workload), volume
workloads of each platform

3. Normalize by MBWU:

$/MBWU, kiWWh/MBWU, m3/M



Example Evaluation



The Workload

Key-value data management as an example workload to be offloaded.

=X- YCSB ops/sec =¥~ device throughput =} RocksDB throughput

T P T T Lol —uco @ RocksDB as the key-value store
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The Workload

@ Key-value data management is a typical high-selectivity data access function.

@ 6x amplification means more than 5x extra expense on the 1/0 fabric to support
the bandwidth that is not directly relevant to user applications.

@ There is nothing to prevent the MBWU-based measurement methodology from
being applied to other workloads, such as database operations workload.
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Evaluation Process

Pre-condition Start RocksDB Run YCSB load AL YC.SB Plat Results
transactions

Storage Devices daemons process for Analysis
process

If Results Are Not in Steady State

Monitor and record utilization of CPU, memory, device I/O, network, and power for the platform
during the whole evaluation process.
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Repeatable Evaluation Process

Steadystate = f--- - e~

# of records in DB results ensure

Follow the SNIA

# of operation ol sps

Sy reproducibility Performance Test
# of client threads § T - — e L.

OGNty f koys X evaluate workload Speci fication

by Sen on /devisda |

7

workload configuration file

I
I
I
1
I
I
value size 1
I
1
1
I
I
I

evaluate workload
on /dev/sdc

walt until all
devices are
ready

evaluate workload
on /dev/sdd

All these steps
on /devisde have been
. automated.
N Analyze Result
Benchmark

ot oo O

evaluate workload
on a storage device

Set Up Environment



Client

Server

Storage

(3) invoke
methods

RocksDB RMI Server

Network/Fabric
Local Bus

(3") invoke
(2) loopup (2') loopup fretiods
(port, addr) (port, addr)
Process ( Proces%
RMI RMI @
registry registry
(1) (re)bind (1) (re)bind
(et (por)
RocksDB RocksDB
Object

storage
device

storage
device

It exposes all public interfaces
(e.g., open(), close(), get(), put(),
delete() of a RocksDB object to
network securely by binding
this object to an RMI registry.

A YCSB process looks up the
corresponding RocksDB object
from a specified RMI registry.

YCSB passes down I/O
operations to the exposed
RocksDB insterfaces.

9, ®




Prototype Evaluation



Infrastructure Setup

ROCKPro64
SBC
l'""""""": l"""""""‘I
1 24 VCPU cores, | 1 6CPU cores, !
! 64GB memory, | ' 4GB memory, |
! Cost$5,703 E ! Cost$ 171 i
- Single USB to SATA Il
Traditional Boacd adapter
Server
Computer
Network/Local Bus Local Bus
SATA Il to M.2
.. adapter
This is our g
storage media!
Host Embedded/Offloaded Toshiba HG&
Platform Platform Client SSD
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The Key-value Workload in Experiment

@ The key size is 16 bytes, and the value size is 4 KiB.
@ The read/write ratio is 50/50 following a Zipf distribution for data accessing.

@ The total size of dataset is 40 GiB.
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The Value of An MBWU

—X- YCSBops/sec =¥ device throughput =} RocksDB throughput
1487 ’
142.0 - uge . _148 B9 v—X

By running the evaluation prototype

7000 A 7

- [0 on our host platform, we got the value

oo [ of a single MBWU for this workload:
100

ops/sec

4000 1“7 g0 &
— B Z> 1 MBWU =7314.6 ops/sec

2000 A 40
PO BIENE Tob oo i i s s s Now, we can evaluate efficiency
o1+ 1 1 L 1, of different platforms!
12 4 8 12 16 20 24 28 32

number of threads
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Three-stage Test Setup

@ Integrated Tests
Evaluate the benefits of
leveraging cost-efficient
hardware to provide
key-value data store.

1) Integrated Tests 2) Network Tests 3) Disaggregated Tests

Client

YCSB

@® Network Tests

Rashans Rastons Evaluate how the
introduction of the
front-end network affects
the benefit results.

RocksDB

Server

. - Network/Fabric
— Local Bus

Storage

@ Disaggregated Tests
Evaluate the benefits of
removing the back-end
network requirement for
data management traffic.




Client

Server

Storage

1) Integrated Tests

Host Embedded

YCSB

RocksDB

= |ocal Bus

L

Results From Integrated Tests

Our host platform can
generate 6 MWBUSs.

64% less $/MBWU

PEOIHO

40% less kWh/MBWU

N

Our embedded platform
can generate 0.5 MBWUs.

Integrated Tests
Evaluate the benefits of
leveraging cost-efficient
hardware to provide
key-value data store.



Client

Server

Storage

Results From Network Tests

Our host platform can
generate 5.2 MWBUSs.

2) Network Tests

58% less $/MBWU

PEOIHO

46% less kWh/MBWU

RocksDB

N

Our embedded platform
can generate 0.37 MBWUs.

Network/Fabric
= Local Bus

Integrated Tests
Evaluate the benefits of
leveraging cost-efficient
hardware to provide
key-value data store.

Network Tests

Evaluate how the
introduction of the
front-end network affects
the benefit results.

Disaggregated Tests
Evaluate the benefits of
removing the back-end
network requirement for
data management traffic.



Results From Disaggregated Tests

Our host platform can @ Integrated Tests
3) Disaggregated Tests generate 3.2 MWBUSs. Evaluate the benefits of

Client

leveraging cost-efficient
hardware to provide
key-value data store.

el L @ Network Tests

Evaluate how the
introduction of the
v front-end network affects
the benefit results.

PEOIHO

Server

RocksDB

Storage

Our embedded platform @ Disaggregated Tests

can generate 0.37 MBWUs. Evaluate the benefits of
removing the back-end

L 4 network requirement for

data management traffic.

Network/Fabric
= Local Bus




Conclusion

The MBWU Measurement Methodology
@ provides an instruction to answer the following question:

o How efficient is a platform to run a given workload over a specific storage
media?

@ apple-to-apple efficiency comparisons for different platforms.

@ benefits quantification for functions offloading from traditional host platforms to
embedded platforms.
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Conclusion

The Evaluation Prototype

@ automates the evaluation process for quantifying benefits of offloading
customized key-value workloads.

Target users: storage device/systems designers
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THANKS!

Any questions?

Carlos Maltzahn
carlosm@ucsc.edu

o  Cross.ucsc.edu (Eusocial Storage Devices)
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